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Abstract—Complex-valued double-sideband (CV-DSB) direct
detection (DD) is a promising solution for high capacity and
cost-sensitive data center interconnects, since it can reconstruct
the optical field as a homodyne coherent receiver while does not
require a costly local oscillator laser. In a carrier-assisted CV-DSB
DD system, the carrier occupies a large proportion of the total
optical signal power but bears no information. Reducing the car-
rier to signal power ratio (CSPR) can improve the information-
bearing signal power and thus maximize the achievable system
performance. Recently, we have proposed and demonstrated a
deep-learning-enabled DD (DLEDD) scheme to reconstruct the
full-field of the CV-DSB signal. In the DLEDD scheme, the optical
CV-DSB signal was detected by a dispersion-diversity receiver and
then recovered by a deep convolutional neural network (CNN).
Nevertheless, the computational complexity of the deep CNN is the
main obstacle to the application of the DLEDD scheme. In this
paper, we demonstrate a 50-GBaud CV-DSB 32-ary quadrature
amplitude modulation (32-QAM) signal transmission over 80-km
single-mode fiber with ∼64% computational-budget reduction in
the field reconstruction. This is achieved by using 1×1 convolutions
to attain a sparse dimensionality (in particular the number of
channels) of the deep CNN. To the best of our knowledge, we
achieve the highest electrical spectral efficiency of 7.07 b/s/Hz per
polarization per wavelength for a CV-DSB DD receiver without
requiring a sharp-roll-off optical filter.

Index Terms—1×1 convolution, complex-valued double-
sideband, deep-learning-enabled direct detection, sparse
dimensionality.

I. INTRODUCTION

DRIVEN by various emerging broadband services, such as
augmented/virtual reality, cloud computing, and 4K/8K
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high-definition video, transmission capacity of data center in-
terconnects continues to scale up for years [1]. Among the
schemes for data center interconnects, coherent detection pos-
sesses excellent performances with a high electrical spectral
efficiency (ESE), but it requires one local oscillator (LO) laser
compared to direct detection (DD), which significantly increases
the cost of the system [2]. In addition, usually the LO laser is
based on epitaxial III-V group materials, which are not com-
patible with mature complementary metal-oxide-semiconductor
(CMOS) manufacturing process.

Complex-valued double-sideband (CV-DSB) DD can recon-
struct the optical field as a homodyne coherent receiver but
does not require a costly LO laser, thus it is regarded as a
promising solution for high capacity and cost-effective data
center interconnects. If large-scale photonic integrated circuits
are implemented, III-V materials are not introduced in the
standard CMOS manufacturing process. On the other hand,
the CV-DSB signal can be a traditional quadrature amplitude
modulation (QAM) signal with a guard band. The digital signal
processing (DSP) of the CV-DSB signal is also compatible
with current single carrier DSP. In [3], a dual-single sideband
(SSB) modulation technique was proposed to detect a CV-DSB
signal using two sharp-slope optical bandpass filters (OBPFs),
at the expense of high implementation cost and low tolerance
to laser wavelength drift. In [4], a carrier-assisted differential
detection (CADD) receiver based on a delay interferometer
structure was proposed to reconstruct the optical field of a
CV-DSB signal. In [5], a 27-GBaud quadrature phase shift key-
ing (QPSK) transmission experiment over 160-km single-mode
fiber (SMF) based on CADD was conducted for the first time.
Afterwards, some extended versions of CADD such as inter-
leaved CADD [6] and parallel dual delay-based CADD [7] were
presented to improve the performance of the CADD receiver.
Moreover, a high-ESE silicon photonic (SiP) CADD receiver
with a ∼12-dB optimum carrier-to-signal power ratio (CSPR)
was reported [8], [9]. Nevertheless, the CADD receiver requires
a high CSPR with a complex structure. In [10], a carrier-less
DD phase retrieval receiver enabling full-field reconstruction of
the CV-DSB signal was demonstrated by leveraging a chromatic
dispersion (CD) element and a modified Gerchberg-Saxton (GS)
algorithm. Besides, an enhanced carrier-less phase retrieval re-
ceiver relied on space-time diversity was proposed to accelerate
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the algorithm convergence and improve detection imperfections
tolerance [11], [12]. However, the required electrical bandwidth
of the receiver is twice as much as that of the homodyne
coherent receiver since the signal-to-signal beat interference
(SSBI) need to be fully detected, which limits the ESE of the
carrier-less phase retrieval receiver. In [13], to recover a dual
single-sideband (dual-SSB) four-level pulse amplitude modu-
lation signal, an asymmetric self-coherent detection (ASCD)
receiver was employed based on single CD element and an
iterative SSBI-cancellation algorithm. However, the received
signals suffer from severe frequency-selective power fading
induced by the CD element. In [14], an ASCD receiver based
on Mach-Zehnder interferometers was investigated and verified
via numerical simulation. Moreover, an integrated SiP ASCD
receiver using Mach-Zehnder interferometers was demonstrated
to recover a CV-DSB signal through a 40-km SMF [15], where
a high CSPR of 15 dB was required for the SiP ASCD receiver.

More recently we have proposed and demonstrated a deep-
learning-enabled DD (DLEDD) receiver to reconstruct the full
field of a CV-DSB signal in the presence of a strong SSBI
under the 2-dB CSPR condition [16]. In the DLEDD scheme,
the optical CV-DSB signal is detected by a dispersion-diversity
receiver and then recovered by a deep convolutional neural net-
work (CNN). The receiver diversity technique employing more
CD elements can weaken the effect of the frequency-selective
power fading. A deep CNN based on the residual learning tech-
nique is used to accurately recover the CV-DSB signal. We also
experimentally demonstrated a 42-GBaud 16-QAM signal trans-
mission over an 80-km SMF with a 5-dB optimum CSPR [17].
However, the deep CNN used in the DLEDD scheme requires
∼105 real-valued multiplications to reconstruct the full-field of
one symbol. The computational complexity greatly limits the
application of the DLEDD scheme. To cope with the expensive
computational budget in the DLEDD, we used 1×1 convolutions
to realize a sparse dimensionality (in particular the number of
channels) of the deep CNN [18]. With the 1×1 convolutions for
all the six convolutional layers of the three residual blocks, we
realized ∼64% computational-budget reduction in field recon-
struction. Based on the simplified deep CNN, we demonstrated a
50-GBaud 16-QAM signal transmission over 80-km SMF with
a net data rate of 159.2 Gb/s and a high ESE of 5.69-b/s/Hz. In
this paper, we extend our work in [18] as follows: (i) we present
more details on the operation principle and experimental-results
analysis; (ii) we improve both the net data rate and the ESE by
25% and achieve a high capacity and a record ESE by using a
32-QAM modulation format. A review of transmission results on
CV-DSB DD receivers without requiring sharp-roll-off optical
filters is provided in Fig. 1. We successfully demonstrate a
50-GBaud 32-QAM signal transmission over 80-km SMF with
an 8-dB optimum CSPR. Considering the frame redundancy and
25% forward error correction (FEC) overhead, we achieve a net
data rate of 199 Gb/s and an ESE of 7.07 b/s/Hz per polarization
per wavelength. To the best of our knowledge, this is the highest
ESE per polarization per wavelength for CV-DSB DD receiver
without requiring a sharp-roll-off optical filter.

The rest of this paper is organized as follows. In Section II, we
elucidate the operation principle of the computation complexity

Fig. 1. Review of CV-DSB DD transmission experiments. (a) Net
ESE/polarization (POL)/wavelength versus net data rate/POL/wavelength.
(b) Net ESE/POL/wavelength versus transmission distance.

Fig. 2. Schematic of the convolutional operation.

reduction. Section III describes the experimental setup and DSP
algorithms. Section IV presents the experimental results and
discussion. Finally, we conclude this work in Section V.

II. OPERATION PRINCIPLE

Fig. 2 illustrates the schematic of the convolutional operation.
n is the sequence length. Thus, the shape of the sequence is
1×n. Cin and Cout represent the number of the input and output
channels, respectively. Here, we take the kernel size of 13 as
an example to illustrate the convolutional operation. Therefore,
the shape of the kernel is 1×13. During the convolutional
operation, a window slides along the sequence. Hence, 1×(n-
6)×1×13×Cin×Cout real-valued multiplications are required

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on August 21,2023 at 11:30:37 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: DLEDD WITH REDUCED COMPUTATIONAL COMPLEXITY AND HIGH ELECTRICAL-SPECTRAL-EFFICIENCY 5497

Fig. 3. (a) Schematic of the deep CNN structure in the DLEDD. Zoom-in of
the (b) conventional and (c) proposed convolutional layer.

to realize a convolutional operation [19]. For simplicity, we use
its approximate value, i.e., 1×n×1×13×Cin×Cout.

Fig. 3(a) depicts the schematic of the deep CNN struc-
ture in the DLEDD scheme [16]. The deep CNN depends on
three stacked residual blocks. Each residual block contains two
convolutional layers and a shortcut connection. The shortcut
connection enables a fast-training process of the network. Two
rectified linear unit (ReLU) functions are used as the activation
functions to introduce nonlinear relationships. Before the ReLU
activation, batch normalization (BN) is performed to improve
the generalization ability of the CNN and overcome the prob-
lem of gradient disappearance in propagation. In addition, two
convolutional layers are located outside of the residual blocks.
Larger kernel size and more featured channel counts can improve
the performance at the expense of increased computational com-
plexity. As a trade-off between the complexity and performance,
the corresponding kernel sizes of the eight convolutional layers
and the shortcut connections are designed to be 13 and 1,
respectively. We set 32, 34, 34, 36, 36, 38, 38, and 2 as the
numbers of the featured channels after the eight convolutional
layers, respectively. The optimization of the hyperparameters
will be discussed in detail in Section IV.

Large kernel sizes and featured channel counts result in
high computational complexity. The computational budget is

expensive to implement a convolutional layer. Here we choose
the first convolutional layer in the first residual block as an
example to analyze the computational complexity. As shown
in Fig. 3(b), 10880 real-valued multiplications per symbol are
required if we use conventional method to realize the convolu-
tional layer. In the deep CNN, convolutional operation occupies
most of the computational budget. The deep CNN contains
two categories of convolutional operations, i.e., eight convo-
lutional layers with a kernel size of 13 and four shortcut con-
nections with a kernel size of 1. The required real-valued mul-
tiplications is 1×n×1×13×(3×32+32×34+34×34+34×36+
36×36+36×38+38×38+38×2) for eight convolutional lay-
ers with a kernel size of 13. The required real-valued multi-
plications is 1×n×1×1×(32×34+34×36+36×38+3×2) for
four shortcut connections with a kernel size of 1. Thus,
to realize the deep CNN, the required total real-valued
multiplications are 104410×n, i.e., the sum of the real-
valued multiplications required by two categories of convo-
lutional operations. To reconstruct the field of one symbol,
∼1×105 (104410×n/n≈1×105) real-valued multiplications are
required [16], [17].

Fig. 3(c) shows our proposed convolutional scheme. Before
the convolutional layer with a large kernel size, we insert
a 1×1 convolutional layer to reduce the required real-valued
multiplications since 1×1 convolution has a powerful capability
in dimensionality sparsification [22]. Here, 1×1 means that
the kernel size of the convolutional layer is 1. Dimensionality
sparsification means that the number of channels is reduced. For
the 1×1 convolutional layer, the number of the output channel
is set to 10, which will be discussed in detail in Section IV. As
shown in Fig. 3(c), the required real-valued multiplications per
symbol is reduced to 4740 after employing a 1×1 convolutional
layer. If we apply the proposed convolutional method for all the
six convolutional layers in the three residual blocks, the required
real-valued multiplications per symbol are (1×32×10+13×
10×34+1×34×10+13×10×34)+(1×34×10+13×10×36+1
×36×10+13×10×36)+(1×36×10+13×10×38+1×38×10+
13×10×38) to realize the three residual blocks. Including
additional four shortcut connections and two convolutional
layers located outside of the residual blocks as introduced
above, the deep CNN requires in total 36102 real-valued
multiplications per symbol. Consequently, only ∼3.6×104

real-valued multiplications are required to reconstruct the field
of one symbol after the dimensionality sparsification. The
computational complexity of the field reconstruction is reduced
by ∼64%.

It should be noted that only convolutional layers with the
number of both the input and output channels greater than 10 can
use the 1×1 convolution layer to reduce the computational com-
plexity. According to [20], [21], lower 108 real-valued multipli-
cations per symbol are feasible for realistic signal processing if
advanced field-programmable gate array (FPGA) is used. Since
the CNN operates in a window-sliding manner, the consecutive
signal is not required to be loaded at once. Therefore, with the
increase of the sequence length, the required memory will not
increase.
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Fig. 4. Experimental setup.

III. EXPERIMENTAL SETUP AND DSP ALGORITHM

To verify the feasibility of our proposed scheme, we conduct a
proof-of-concept experiment in a 50-GBaud 32-QAM CV-DSB
DD system.

A. Experimental Setup

We illustrate the experimental setup in Fig. 4. A 35-GHz
digital-to-analog converter (DAC) (MICRAM DAC10002) op-
erating at 100-GSa/s generates a 50-GBaud dual-SSB 32-QAM
signal. After amplified by two electrical amplifiers (EAs) (SHF
S807 C), the electrical 32-QAM signal drives a 35-GHz in-phase
and quadrature modulator (IQM) (Fujitsu FTM7992HM) biased
at its transmission null. Here, we employ the dual polarization
modulator as a single polarization modulator by leveraging its
high bandwidth. A continuous-wave light from an external cav-
ity laser (ECL) with a∼15-kHz linewidth at 1550 nm is split into
two branches. One path is fed into the IQM to generate an optical
dual-SSB 32-QAM signal, the other provides a carrier. Then, the
dual-SSB 32-QAM signal and the carrier form a CV-DSB signal
via a coupler. Here, we use two polarization controllers (PCs)
and a polarizer to align the states of both the dual-SSB signal
and the carrier. The CSPR of the CV-DSB signal is adjusted
via a variable optical attenuator (VOA). Before launched into
an 80-km SMF, the CV-DSB signal is boosted to 6 dBm by an
erbium-doped fiber amplifier (EDFA).

At the receiver side, an amplified spontaneous emission (ASE)
noise outputted from a fiber laser source (FLS) is injected into
the CV-DSB signal. We adjust the optical signal-to-noise ratio
(OSNR) of the CV-DSB signal via varying the output power
of the FLS. Then, an EDFA is used to amplify the CV-DSB
signal. We use two optical band-pass filters (OBPFs) to sup-
press the out-of-band noise. The dispersion diversity receiver is
composed of three photodiodes (PDs) with a 3-dB bandwidth of
43 GHz and two dispersion compensation modules (DCMs).
The dispersion values of the two DCMs are set to −;134.4, and
−1008 ps/nm, respectively. After optical-to-electrical conver-
sion, the detected electrical signals are captured by a 36-GHz
digital storage oscilloscope (DSO) (LeCroy 36Zi-A) operating
at 80 GSa/s.

Fig. 5. DSP flow charts for (a) transmitter, and (b) receiver.

B. DSP Algorithm

The DSP flow charts of the transceiver are shown in Fig. 5. In
the transmitter-side DSP, two independent binary data streams
generated by the Mersenne Twister algorithm are mapped
into total 204800 32-QAM symbols for left/right sideband
(LSB/RSB) [23]. Then, the 32-QAM signals are up-sampled
by two times. We use two root raised cosine (RRC) filters with
roll-off factors of 0.01 to generate the Nyquist-shaped LSB/RSB
signals, respectively. After up-conversion for inserting guard
band (−2.875 to 2.875 GHz), the LSB and RSB signals are
combined to construct a dual-SSB 32-QAM signal. We use a
pre-emphasis technique to compensate for the imperfect fre-
quency response of the transmitter. Finally, the dual-SSB 32-
QAM signal is resampled to 100 GSa/s and clipped for reducing
its peak-to-average-power ratio (PAPR). The clipping ratio is
11 dB.

At the receiver-side DSP, the captured signals are resampled
to 100 GSa/s. After frame synchronization, the three signals
are processed by a deep CNN to reconstruct the field of the
CV-DSB signal. In the CNN, 60% and 40% data samples are
used for training and testing, respectively. 1×1 convolution
layers are employed to reduce the computational complexity
of convolutional layers in residual blocks. During the training
process, we use an Adam optimizer to minimize the loss function
of the neural network. The learning rate of the optimizer is 0.01
at the beginning and then decayed to 0.001 after 35 epochs. With
40 training epochs, the optimized network is used to recover the
signal in the test set. After field reconstruction, the desired side-
band of the CV-DSB signal is down-converted to zero frequency.
And then, a matched RRC filter is sufficient for selecting the
desired sideband as a low-pass filter. To suppress the enhanced
noise, a 2-tap post filter and the maximum-likelihood sequence
decision (MLSD) are implemented. We obtain a bit error ratio
(BER) value by averaging the results from four consecutive
BER measurements. In this case, the BER is calculated by error
counting over∼1.6×106 bits, which are enough for testing BERs
around 10−3.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In Fig. 6, we plot the optical spectra measured by an op-
tical spectrum analyzer (OSA) (APEX AP2040C) at different
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Fig. 6. Optical spectra measured at different locations.

Fig. 7. BER versus CSPR for two different OSNRs in the OBTB case and
after the 80-km transmission. Insets (i-iv) constellations at 32-dB OSNR and
8-dB CSPR. Insets (v-viii) constellations at 42-dB OSNR and 12-dB CSPR.

locations in the experimental setup, with a resolution of 1.12
pm. The high-frequency attenuation of the transmitter is com-
pensated by using pre-emphasis technique. The “ripples” in the
spectra are caused by the imperfection of components such as
DAC. Since the signals are digitally shaped, the bandwidths
of both LSB and RSB signals are 25.25 GHz. As shown, a
5.75-GHz guard band is inserted between upper and lower
sidebands due to a strong SSBI enhancement induced by the
zero-frequency null [16]. A guard band is widely used in the
carrier assisted direct detection of the CV-DSB signal [4], [8],
[15].

Fig. 7 shows the BER versus CSPR for two different OSNRs
in the optical back-to-back (OBTB) case and the 80-km fiber

Fig. 8. BER versus OSNR for different CSPRs.

transmission case. When the OSNR of the received signal is 32
dB, the optimum CSPR is ∼8 dB for both two cases. Compared
with the conventional convolutional scheme without 1×1 convo-
lutions, the proposed convolutional scheme performs better. This
is owing to two factors: 1) the reduced redundancy information
of the CNN via dimensionality sparsification; 2) the increased
depth of the CNN [22], [24], [25]. Moreover, the CNN has a more
powerful capability for nonlinear modeling. In the transmission
case, the chromatic dispersion imposes an increased PAPR of
the received signals, which results in a performance degradation
due to a higher quantization noise of the DSO. When the CSPR
is lower than the optimum value, the signals suffer from severe
SSBI. With the increase of the CSPR, the SSBI distortion is
alleviated, and thus the BER performance is improved. Never-
theless, a high CSPR sacrifices the effective OSNR, which leads
to a worse BER performance. When the OSNR increases to 42
dB, the optimum CSPR is 12 dB, which is a trade-off between
the SSBI and the noise. For a large OSNR, the BER performance
is mainly affected by the SSBI instead of the noise. In this case,
a higher CSPR is required to suppress the SSBI distortion. For
both the OBTB and 80-km transmission cases with or without
1×1 convolutions in Fig. 7, the constellations of the recovered
32-QAM signals at different OSNR and CSPR are also presented
in the insets. To pursue a low optimum CSPR, 32-dB OSNR is
sufficient to reach the 25% FEC threshold of 4×10–2. Since
we artificially reduce the OSNR by injecting ASE noise, our
transmission system has the potential to transmit a higher baud
rate and a longer distance. In short, we successfully demonstrate
a 250-Gb/s 32-QAM signal over 80-km SMF transmission in
the DLEDD system. Considering the 0.5% frame redundancy of
synchronization sequence and 25% FEC overhead, we achieve a
high net data rate of 199 Gb/s (50 GBaud× 5 b/symbol× 99.5%
/ 1.25) and a record ESE of 7.07 b/s/Hz (199 Gb/s / 28.13 GHz)
per polarization per wavelength in the CV-DSB DD system.

Fig. 8 shows the BER versus OSNR for four different CSPRs.
At the 32-dB and 42-dB OSNR conditions, the corresponding
optimum CSPR values are 8 dB and 12 dB, respectively, which
agree well with the results in Fig. 7.

Fig. 9(a) presents the BER versus OSNR for different output
channel counts of the employed 1×1 convolutional layers in
residual blocks at the 8-dB CSPR. At a low OSNR value, these
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Fig. 9. BER versus OSNR for different (a) output channel counts, (b) initial
channel counts, (c) kernel sizes, and (d) residual-block numbers at 8-dB CSPR.

Fig. 10. BER versus OSNR with and without MLSD.

BER curves nearly overlap, since the BER is limited by the
noise instead of the SSBI. The BER performance is insensitive
to the CNN structure. With the increase of the OSNR, the
BER curves diverge gradually. That is because that the BER
is mainly limited by the SSBI at a large OSNR. Hence, the
BER becomes more sensitive to the CNN structure. In addi-
tion, after using more output channels, we observe a slight
improvement of the BER performance thanks to more powerful
SSBI mitigation ability. Considering the trade-off between the
performance and complexity, the experimental results presented
in both Figs. 7 and 8 are based on ten output channels. As a
result, only ∼3.6×104 real-valued multiplications are required
after using the 1×1 convolution. The computational complexity
of the field reconstruction is reduced by ∼64%. Furthermore,
if we use five output channels, only ∼2.1×104 real-valued
multiplications are required. The computational complexity of
the field reconstruction can be potentially reduced by ∼79%
with a slight performance degradation. The case without using
the 1×1 convolution can be regarded as that the number of the
output channel is zero, with the worst BER performance.

In Fig. 3(a), the output channel count of the first convolutional
layer is 32, which can be regarded as the initial channel count.
Fig. 9(b) shows the BER versus OSNR for different initial chan-
nel counts at the 8-dB CSPR. The BER changes with the OSNR
similar to that in Fig. 9(a). In the deep CNN, only two kernel
sizes are employed, i.e., 1 and 13. If we vary the kernel sizes to
be different from 13, the BER versus OSNR for different kernel
sizes at the 8-dB CSPR is shown in Fig. 9(c) and (d) presents
the BER versus OSNR for the different number of employed
residual blocks. Significant difference of the BER performance
can be observed when we vary the kernel sizes and the number
of employed residual blocks, which can be attributed to the fact
that the network structure is changed more significantly. We
select the hyperparameters in Fig. 3(a) to reduce the complexity
while maintaining an acceptable performance. On the other
hand, this work focuses on the complexity reduction via using
1×1 convolutions. We try to keep the hyperparameters to be
consistent with our previous work and vary one parameter at a
time, which helps us to make a fair comparison.

Fig. 10 shows the BER versus OSNR with and without MLSD.
At a low OSNR value, the BER is limited by the noise instead
of the system bandwidth. With the increase of the OSNR, the
MLSD becomes more effective.
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TABLE I
COMPARISONS OF CV-DSB DD SCHEMES

Table I provides the comparison of the state-of-the-art ex-
perimental result metrics about various CV-DSB DD schemes.
Compared with our previous work [17], the proposed scheme
can reduce the real-valued multiplications per symbol by ∼64%
without performance degradation. Moreover, compared with
our work in [18], we improve both the net data rate and the
ESE by 25%. As evidenced by the table, both the ESE and
optical spectral efficiency (OSE) per polarization per wavelength
are the highest for CV-DSB DD receiver without requiring a
sharp-roll-off optical filter.

DLEDD receiver is a laser-free scheme which does not require
to introduce III-V materials in the standard CMOS manufac-
turing process. Therefore, by leveraging the silicon photonic
integration, DLEDD can realize compact footprint and low
system cost. Compared with the homodyne coherent receiver,
the DLEDD receiver does not require a signal equalization and
carrier recovery. More importantly, the DLEDD receiver does
not require a LO laser with additional high power consumption
including cooling. Therefore, the power consumption of the
DLEDD may be comparable to that of the homodyne coherent
receiver.

V. CONCLUSION

To cope with the problem of high computational complexity
in the DLEDD system, we used 1×1 convolutions to realize a
sparse dimensionality (in particular the number of channels) of
the deep CNN. Compared with our previous work, the proposed
scheme can reduce the computational complexity of the field
reconstruction by∼64% without performance degradation. Fur-
thermore, the computational complexity of the field reconstruc-
tion can be potentially reduced by ∼79% if we use five output
channels in the 1×1 convolutional layers. We demonstrated a
50-GBaud 32-QAM signal transmission over 80-km SMF with
an 8-dB optimum CSPR. To the best of our knowledge, we
achieve a high net data rate of 199 Gb/s and the highest ESE of
7.07 b/s/Hz per polarization per wavelength for CV-DSB DD
receiver without requiring a sharp-roll-off optical filter. We
believe that the proposed DLEDD with reduced computational
complexity may find its applications in high capacity and cost-
effective short reach transmission scenarios.
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